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OpenShift Enterprise 1.0
Origin Productization

1.1
Bug Fixes
Dev Console

OpenShift Enterprise 2.0

2012

1.2
Cart Format v2
Websockets
SSL

Q1 CY13 Q2 CY13 Q3 CY13 Q4 CY13 2014

- Redundant Web Routing for HA
- Pluggable External Routers
- Updated Carts. (Ruby, Python, Postgres)
- New Node.js Cartridge
- Binary Deployment
- User Environment Variables 
- PaaS Administrator Console (v1)
- Team Collaboration/ACL (V1)
- Easier Installation/Config Scripts
- OpenStack Integration (Heat)

OpenShift Enterprise Release History



Datacenter Routing Fabric

● ActiveMQ subscription 
method for pushing out 
key routing events

● Defined event type and 
string format

● Ruby Listener method 
for receiving events 

HA-Proxy

(iptables)

JavaJava

Event Type String Format

app created action => :create_application, :app_name 
=> app.name, :namespace => 
app.domain.namespace

app deleted action => :delete_application, :app_name 
=> app.name, :namespace => 
app.domain.namespace

public endpoint created action => :add_gear, :app_name => 
app.name, :namespace => 
app.domain.namespace, 
:public_port_name => endpoint_name, 
:public_address => public_ip, :public_port 
=> public_port, :protocols => protocols, 
:types => types, :mappings => mappings

public endpoint deleted action => :delete_gear, :app_name => 
app.name, :namespace => 
app.domain.namespace, :public_address 
=> public_ip, :public_port => public_port

ssl cert added action => :add_ssl, :app_name => 
app.name, :namespace => 
app.domain.namespace, :alias => fqdn, 
:ssl => ssl_cert, :private_key => 
pvt_key, :pass_phrase => passphrase

ssl cert removed action => :remove_ssl, :app_name => 
app.name, :namespace => 
app.domain.namespace, :alias => fqdn

alias added action => :add_alias, :app_name => 
app.name, :namespace => 
app.domain.namespace, :alias => 
alias_str

alias removed action => :remove_alias, :app_name => 
app.name, :namespace => 
app.domain.namespace, :alias => 
alias_st

HA-Proxy



OSE 2.0 Polyglot Cartridges 

Software Library Collections

Open Community Innovation

Enterprise Linux

Complete
Protection

RHN

{ }

 JBoss Enterprise Application Platform 6.1.0
 Jenkins Server
 Node.js 0.10
 Perl 5.10
 PHP 5.3
 Python 2.6
 Python 2.7
 Ruby 1.8
 Ruby 1.9
 Tomcat 6 (JBoss EWS 1.0)
 Tomcat 7 (JBoss EWS 2.0)
 Do-It-Yourself 0.1
 Cron 1.4
 Jenkins Client
 MySQL 5.1
 PostgreSQL 8.4
 PostgreSQL 9.2
 HA Proxy 1.4

     Something Not Here? 
(Supported Path)



Work Versatility

$ rhc env list -a myapp
$ rhc env set Variable=Value Variable2=Value2 -a myapp
$ rhc env unset Variable -a myapp
$ rhc env show Variable Variable2 -a myapp

● Set environmental variables at app creation and 
create/update/delete anytime thereafter

● Endless Possibilities to Single Cartridges

● Modifying db passwords or source locations

● Cartridge specific auth or license keys

● App Clustering/Tokens

● Changes to runtime process variables

JavaJava

QA PROD



Smart Deploy

Control the behavior of a git push|commit but not deploy
$ rhc configure-app -a app_name --no-auto-deploy

Deploy specific code branches, commit SHAs, or tags
$ rhc deploy master -a app_name

Turn on change recording and time travel to previous changes
$ rhc configure-app -a app_name --keep-deployments 10
$ rhc deployments app_name
$ rhc activate-deployment deployment_ID -a app_name

Decide if you are deploying code or binary
$ rhc configure-app -a app_name --deployment-type binary|git
$ rhc deploy ./app.tar.gz -a app_name
$ rhc deploy http://foo.com/path/to/file.tar.gz -a app_name

Scaled Apps Can have >1 HAProxy
When HAProxy < 1 : minimized downtime
When HAProxy > 1 : zero downtime

Change
Control

DEV

push|commit

PROD

deploy

Test Feature Branch

Branch deploy

STAGE

D1 D3 D5 D7 D9

D2 D4 D6 D8 D10
Time Travel

Artifact 
Repository

GEO2

QA

OPS

Store Version Control



Graphical Visualization of Capacity

● Gear Profile Usage and Penetration Information

● District to Gear Consumption Information

● Node to Gear Usage Relationships

● Granular Table Summaries
● Users, Gears, and Nodes

● Application Placement and Ownership Information

● Stats and Counts

● Usage Suggestions and Down Node Events



Highest Level: Gear Profiles

● Highest Level View Starts are Gear Profile Segmentation

● Total gears are summarized by Districts and Nodes

● Heat Map Characteristics
● Darker the Color the more popular that Percentage
● Orange = Threshold and red is over 100%

How Many of Districts and Nodes

How Many of Each Profile

Total and Total Active
Total Capacity Numbers

Per Node what are the active/max %

Per District what are the total/max %

max_active_gears -
WARNING_NODE_ACTIVE_REMAINING



Nodes and Gears

● Drill Down into Nodes
● Find Individual Node Consumption

Active Gears: Fullest Node at the top

•Bar Max is 110%
•Orange is WARNING_NODE_ACTIVE_REMAINING=
•Red is over 100% of Max active_gears

•All Nodes in Gear Profile
•All Nodes in a Selected/Named District
•All Nodes without a District

Line Per Node



Nodes and Gears: Summaries

● More Granular Information about Specific Nodes and 
Gears

What User is using the Gear

What cartridges are on the gear

OS level Identity

Awesome Stats!

Profile and total active %



Applications
● Gears that make up an Application

● Cartridges that make up an Application

● Users and Domain namespace that own the Application

Good to know namespace

Users

Drill Down to Gear or Node

Discover how Apps are broken up across or within Gears



Suggestions
● Usage suggestions for Gear Profiles, Nodes, and Districts

● Threshold logic driven by variables set in the openshift-origin-admin-console.conf

● GEAR_UP_THRESHOLD

● GEAR_DOWN_THRESHOLD

● GEAR_EXPECTED_ACTIVE_PERCENT

● GEAR_UP_SIZE

● WARNING_NODE_ACTIVE_REMAINING

● Not responding is a target list from mongoDB that is then mco pinged (needs to be in 
a District)  



Querying from Outside

● JSON Interface will change in future releases

● Way to extract information into different systems 
● Could also use oo-stats



DevOps Memberships/Teams

$ rhc member add bob@example.com -n $DOMAIN_NAME -r edit
$ rhc member list $DOMAIN_NAME
$ rhc domain show
$ rhc member remove -n  $DOMAIN_NAME bob@example.com

Peer-2-Peer

Join

Scrum
 Team

High Velocity Iterations

Ops-2-Dev

Join

PDLC
 PROD

Life Cycle Relationships

DEVDEV OPS DEV

QA

JBoss Developer Studio 7.1 Integrated

Accessable via CMD, BUI, and IDE



User Roles

● App Owner assigns usernames and roles to the domain 
● Viewer: view application data (except for env variables)
● Editor: edit/add/remove apps/cartridges/env vars and settings 

including git/ssh
● Admin: adds modifying domain/team members plus roles (except 

for changing gear sizes or changing domain's name)  

● Benefits
● Add more people to memberships
● Impose a Change Control Process



Enterprise Installation Enablement

● True Installer

● Install environment remotely from a central server
● Generation of configuration metadata for Forward Use

● Puppet/Chef/Ansible
● Offer a Clean Definition of Component Roles and End 

User Interrogation  
Description: This is the configuration file for the OpenShift Installer.
Version: 0.0.1
Vendor: OpenShift Origin Community
Subscription: 
  type: none
Deployment: 
  DNS: 
    app_domain: barrett.com
    register_components: "no"
  Hosts: 
  - ip_addr: 192.168.1.25
    user: root
    ip_interface: eth0
    roles: 
    - broker
    - mqserver
    - dbserver
    - node
    host: rhel-6-5-services
    ssh_host: rhel-6-5-services

1. Install OpenShift Enterprise
2. Add a Node to OpenShift Enterprise
Type a selection and press <return>: 

Host Information
+----------+-----------------------------------+
| Host          | localhost                         |
| Roles        | Broker, MsgServer, DBServer, Node |
| SSH Host | localhost                         |
| User          | root                              |
| IP Addr       | [unset]                           |
+----------+-----------------------------------+
Choose from the following deployment configuration options:
1. Change the DNS configuration
2. Move an OpenShift role to a different host
3. Modify the information for an existing host
4. Add another Node host
5. Finish editing the deployment configuration
Type a selection and press <return>: 

oo-install-cfg.yml



OpenStack HEAT Integration

● OpenShift [broker, MQ,mongoDB, node] Disk Images

● HEAT Orchestration Templates

● To connect nodes to brokers

Images

Plus HEAT deployment 
Metadata

Result in OpenShift Deployed From
OpenStack



Title

Case Studies



OPENSHIFT

CASESTUDY

“Our motto is to Enable and Get Out of the Way.  We need 
Self-service application stacks for developers.”



OPENSHIFT

CASESTUDY



OPENSHIFT

CASESTUDY



Q&A
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